DIFFUSION PROBLEMS IN COMPOSITE MEDIA WITH INTERFACIAL FLUX JUMP
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Abstract. We study the homogenization of a thermal diffusion problem in a highly heterogeneous composite medium formed by two constituents, separated by an imperfect interface, where both the temperature and the flux exhibit jumps. Two geometrical settings are considered, in terms of the connectivity of the two constituents. The presence of the flux jump leads to some modified stationary Barenblatt models.
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1. INTRODUCTION

In this paper, we analyze, via the periodic unfolding method, the effective thermal diffusion in a periodic composite material formed by two constituents occupying a domain $\Omega$ in $\mathbb{R}^N (N \geq 2)$, divided in two open subdomains, $\Omega_1^\varepsilon$ and $\Omega_2^\varepsilon$, separated by an imperfect interface $\Gamma^\varepsilon$. Here, $\varepsilon$ is a real positive parameter less than one, related to the characteristic dimension of the two subdomains. From the point of view of the geometry of the domain, we study two cases. In both ones, the phase $\Omega_1^\varepsilon$ is connected, while the phase $\Omega_2^\varepsilon$ is disconnected in the first situation and connected in the second one. This last situation can occur only for $N \geq 3$. We shall study, in these geometrical settings, the asymptotic behavior, as the small parameter $\varepsilon$ tends to zero, of the solution $u^\varepsilon = (u_1^\varepsilon, u_2^\varepsilon)$ of problems (2.1) and (4.1), respectively. The main feature of these two problems is the presence of a jump in the solution and in its flux, as well, across the imperfect interface $\Gamma^\varepsilon$. We shall also compare the effect produced, at the macroscale, by the diffusion process taking place in the component $\Omega_2^\varepsilon$ of the composite structure in the two geometrical settings mentioned above.

The mathematical study of thermal problems involving a continuous flux (i.e. the case $g^\varepsilon = 0$ in (2.1) and (4.1)) which is proportional to the jump of the solution is well-understood by now (see, e.g., [1–10]). For transmission problems in other contexts, see [11–16]. The case of a discontinuous flux has been only recently addressed in [17–22]. We notice that if, instead of dealing with a two-component domain, we consider a classical perforated domain $\Omega_1^\varepsilon$, we are led to a Robin problem. The
literature dedicated to the homogenization of such problems is vast (we refer, for instance, to [23–29] and the references therein).

By passing to the limit in (2.1) and (4.1), via the periodic unfolding method (see [1, 5, 30, 31]), we get, at the macroscale, some modified stationary Barenblatt models. Various microscopic problems can lead to the Barenblatt model introduced in [32] (see [33] for physical and mathematical aspects of such models). For rigorous mathematical justifications of such a model, we refer, e.g., to [34, 35] for the connected-disconnected case and to [3, 36, 37] for the connected-connected one.

In contrast to the above cited papers, we consider in our microscopic problem a jump in the flux of the solution and it is exactly the presence of this jump that leads to an additional term in the classical form of such Barenblatt models.

The paper is organized as follows: in Section 2, we set the microscopic problem in the connected-disconnected case and we prove the corresponding homogenization result in Section 3. In Section 4, we prove the convergence result in the connected-connected case. The paper ends with a few conclusions and some references.

2. SETTING OF THE PROBLEM IN THE CONNECTED–DISCONNECTED CASE

Let \( \Omega \) be a bounded open set in \( \mathbb{R}^N \) (\( N \geq 2 \)), with a Lipschitz continuous boundary \( \partial \Omega \) and let \( Y = (0,1)^N \) be the reference cell in \( \mathbb{R}^N \). We assume that \( Y_1 \) and \( Y_2 \) are two non-empty disjoint connected open subsets of \( Y \) such that \( Y_2 \subset Y \) and \( Y = Y_1 \cup Y_2 \). We also suppose that \( \Gamma = \partial Y_2 \) is Lipschitz continuous. For each \( k \in \mathbb{Z}^N \), we denote \( Y_k = k + Y \) and \( Y_k^\alpha = k + Y_\alpha \), for \( \alpha \in \{1,2\} \).

Let \( \varepsilon \) be a small parameter taking values in a positive real sequence tending to zero. We define, for each \( \varepsilon, \mathbb{Z}_\varepsilon = \{ k \in \mathbb{Z}^N | \varepsilon Y_k^\alpha \subset \Omega \} \) and we set \( \Omega_\varepsilon^2 = \bigcup_{k \in \mathbb{Z}_\varepsilon} (\varepsilon Y_k^\alpha) \) and \( \Omega_\varepsilon^1 = \Omega \setminus \overline{\Omega_\varepsilon^2} \). The boundary of \( \Omega_\varepsilon^2 \) is denoted by \( \Gamma_\varepsilon \) and \( n_\varepsilon \) is the unit outward normal to \( \Omega_\varepsilon^2 \).

Our goal in this paper is to analyze the asymptotic behavior, as \( \varepsilon \to 0 \), of the solution \( u_\varepsilon = (u_\varepsilon^1, u_\varepsilon^2) \) of the following problem:

\[
\begin{aligned}
- \text{div}(A_\varepsilon \nabla u_\varepsilon^1) &= f & \text{in } \Omega_\varepsilon^1, \\
- \text{div}(A_\varepsilon \nabla u_\varepsilon^2) &= f & \text{in } \Omega_\varepsilon^2, \\
A_\varepsilon \nabla u_\varepsilon^1 \cdot n_\varepsilon &= \varepsilon h_\varepsilon (u_\varepsilon^1 - u_\varepsilon^2) - \varepsilon g_\varepsilon & \text{on } \Gamma_\varepsilon, \\
A_\varepsilon \nabla u_\varepsilon^2 \cdot n_\varepsilon &= \varepsilon h_\varepsilon (u_\varepsilon^1 - u_\varepsilon^2) & \text{on } \Gamma_\varepsilon, \\
u_\varepsilon^1 &= 0 & \text{on } \partial \Omega.
\end{aligned}
\]  

(2.1)

Remark 2.1 The flux of the solution is discontinuous across \( \Gamma_\varepsilon \). Indeed, we have

\[
A_\varepsilon \nabla u_\varepsilon^1 \cdot n_\varepsilon - A_\varepsilon \nabla u_\varepsilon^2 \cdot n_\varepsilon = -\varepsilon g_\varepsilon.
\]  

(2.2)

The function \( f \in L^2(\Omega) \) is given. Further, we assume that:
(H1) For $\lambda, \mu \in \mathbb{R}$, with $0 < \lambda \leq \mu$, let $\mathcal{M}(\lambda, \mu, Y)$ be the set of all the matrices $A \in (L^\infty(Y))^N \times N$ such that for any $\xi \in \mathbb{R}^N$, $\lambda|\xi|^2 \leq (A(y)\xi, \xi) \leq \mu|\xi|^2$, a.e. in $Y$. For a $Y$-periodic symmetric matrix $A \in \mathcal{M}(\lambda, \mu, Y)$, we define

$$A^\varepsilon(x) = A \left( \frac{x}{\varepsilon} \right) \quad \text{a.e. in } \Omega.$$

(H2) $h$ is a $Y$–periodic function such that $h \in L^\infty(\Gamma)$ and there exists $h_0 \in \mathbb{R}$ with $0 < h_0 < h(y)$ a.e. on $\Gamma$. We set

$$h^\varepsilon(x) = h \left( \frac{x}{\varepsilon} \right) \quad \text{a.e. on } \Gamma^\varepsilon.$$

(H3) $g$ is a $Y$–periodic function that belongs to $L^2(\Gamma)$ and such that its mean value over $\Gamma$, $\mathcal{M}_{\Gamma}(g) = \frac{1}{|\Gamma|} \int_{\Gamma} g(y) \, dy$, is not zero. We put

$$g^\varepsilon(x) = g \left( \frac{x}{\varepsilon} \right) \quad \text{a.e. on } \Gamma^\varepsilon.$$

We introduce, for $\varepsilon \in (0, 1)$, the Hilbert space $H^\varepsilon = V^\varepsilon \times H^1(\Omega^\varepsilon_2)$. On the space $H^\varepsilon$, we consider the scalar product

$$(u, v)_{H^\varepsilon} = \int_{\Omega^\varepsilon_1} \nabla u_1 \nabla v_1 \, dx + \int_{\Omega^\varepsilon_2} \nabla u_2 \nabla v_2 \, dx + \varepsilon \int_{\Gamma^\varepsilon} (u_1 - u_2)(v_1 - v_2) \, d\sigma_x, \quad (2.3)$$

where $u = (u_1, u_2)$ and $v = (v_1, v_2)$ belong to $H^\varepsilon$.

The variational formulation of problem (2.1) writes: find $u^\varepsilon \in H^\varepsilon$ such that

$$a(u^\varepsilon, v) = l(v), \quad \forall v \in H^\varepsilon,$$

with the forms $a : H^\varepsilon \times H^\varepsilon \to \mathbb{R}$ and $l : H^\varepsilon \to \mathbb{R}$ given by

$$a(u, v) = \int_{\Omega^\varepsilon_1} A^\varepsilon \nabla u_1 \nabla v_1 \, dx + \int_{\Omega^\varepsilon_2} A^\varepsilon \nabla u_2 \nabla v_2 \, dx + \varepsilon \int_{\Gamma^\varepsilon} h^\varepsilon(u_1 - u_2)(v_1 - v_2) \, d\sigma_x,$$

$$l(v) = \int_{\Omega^\varepsilon_1} f v_1 \, dx + \int_{\Omega^\varepsilon_2} f v_2 \, dx + \varepsilon \int_{\Gamma^\varepsilon} g^\varepsilon v_1 \, d\sigma_x.$$

We state now an existence and uniqueness result and some $a \ priori$ estimates for the solution of the variational problem (2.4). Here and throughout the paper, $C$ is a positive constant independent of $\varepsilon$, whose value can change from line to line.

**Theorem 2.2** For any $\varepsilon \in (0, 1)$, the variational problem (2.4) has a unique solution $u^\varepsilon \in H^\varepsilon$. Besides, there exists a constant $C$ such that

$$\|u^\varepsilon_1\|_{L^2(\Omega^\varepsilon_1)} \leq C, \quad \|u^\varepsilon_2\|_{L^2(\Omega^\varepsilon_2)} \leq C, \quad (2.5)$$

$$\|\nabla u^\varepsilon_1\|_{L^2(\Omega^\varepsilon_1)} \leq C, \quad \|\nabla u^\varepsilon_2\|_{L^2(\Omega^\varepsilon_2)} \leq C, \quad \varepsilon^{1/2}\|u^\varepsilon_1 - u^\varepsilon_2\|_{L^2(\Gamma^\varepsilon)} \leq C. \quad (2.6)$$
Proof. The proof of the existence and uniqueness result can be done by using the Lax-Milgram theorem. For the continuity and the coercivity of the bilinear form $a$, we refer to [1]. For the continuity of $l$, we refer to Theorem 2.3 in [19]. Relations (2.5) and (2.6) are then obtained as in [1].

3. HOMOGENIZATION RESULTS FOR THE CONNECTED–DISCONNECTED CASE

Our goal in this section is to get the effective behavior of the solution of problem (2.1). To this end, we will pass to the limit, when $\varepsilon$ tends to zero, in the variational formulation (2.4) by using the periodic unfolding method and the general compactness results given in [1]. According to the $a$ priori estimates (2.5)-(2.6), the compactness results from [1] imply that there exist $u_1^\varepsilon \in H^1_0(\Omega), \tilde{u}_1 \in L^2(\Omega, H^1_{\text{per}}(Y_1)), u_2^\varepsilon \in L^2(\Omega), \tilde{u}_2 \in L^2(\Omega, H^1(Y_2))$ such that $\mathcal{M}_\Gamma(\tilde{u}_1) = 0$, $\mathcal{M}_\Gamma(\tilde{u}_2) = 0$ and, up to a subsequence, for $\varepsilon \to 0$, we have:

$$
\begin{align*}
& T^\varepsilon_1(u_1^\varepsilon) \rightharpoonup u_1 \quad \text{strongly in } L^2(\Omega, H^1(\Omega_1)), \\
& T^\varepsilon_1(\nabla u_1^\varepsilon) \rightharpoonup \nabla u_1 + \nabla_y \tilde{u}_1 \quad \text{weakly in } L^2(\Omega \times Y_1), \\
& T^\varepsilon_2(u_2^\varepsilon) \rightharpoonup u_2 \quad \text{weakly in } L^2(\Omega, H^1(Y_2)), \\
& T^\varepsilon_2(\nabla u_2^\varepsilon) \rightharpoonup \nabla_y \tilde{u}_2 \quad \text{weakly in } L^2(\Omega \times Y_2),
\end{align*}
$$

(3.1)

where by $\tilde{\cdot}$ we denote the extension by zero of a function to the whole of $\Omega$ and $H^1_{\text{per}}(Y_1) = \{ v \in H^1(\Omega_1) \mid v \text{ is } Y_{\text{periodic}} \}$. Moreover, we define the spaces

$$
W_{\text{per}}(Y_1) = \{ v \in H^1_{\text{per}}(Y_1) \mid \mathcal{M}_\Gamma(v) = 0 \}, \quad W(Y_2) = \{ v \in H^1(Y_2) \mid \mathcal{M}_\Gamma(v) = 0 \},
$$

$$
V = H^1_0(\Omega) \times L^2(\Omega, W_{\text{per}}(Y_1)) \times L^2(\Omega) \times L^2(\Omega, W(Y_2)).
$$

In (3.1), we omitted to write $|Y|$. Since $|Y| = 1$, in the sequel we shall not write it.

**Theorem 3.1** The unique solution $u^\varepsilon = (u_1^\varepsilon, u_2^\varepsilon)$ of the variational problem (2.4) converges, in the sense of (3.1), to $(u_1, \tilde{u}_1, u_2, \tilde{u}_2) \in V$, such that the couple $(u_1, \tilde{u}_1)$ is the unique solution of the following unfolded limit problem:

$$
\int_{\Omega \times Y_1} A(y)(\nabla u_1 + \nabla_y \tilde{u}_1)(\nabla \varphi_1 + \nabla_y \Phi_1) \, dx \, dy =
$$

$$
\int_{\Omega} f(x) \varphi_1(x) \, dx + |\Gamma| \mathcal{M}_\Gamma(g) \int_{\Omega} \varphi_1(x) \, dx,
$$

(3.2)

for all $\varphi_1 \in H^1_0(\Omega)$, $\Phi_1 \in L^2(\Omega, H^1_{\text{per}}(Y_1))$,

$$
u_2(x) = u_1(x) + \frac{|Y_2|}{|\Gamma| \mathcal{M}_\Gamma(h)} f(x) \quad \text{in } \Omega,
$$

(3.3)
and
\[ \tilde{u}_2(x,y) = 0 \quad \text{in} \quad \Omega \times Y_2, \quad (3.4) \]

**Proof.** For \( \varepsilon \) small enough, by unfolding the variational formulation (2.4), we obtain (see [30]):
\[
\int_{\Omega \times Y_1} T^\varepsilon_1 (A^\varepsilon) T^\varepsilon_1 (\nabla u_1) T^\varepsilon_1 (\nabla v_1) \, dx \, dy + \int_{\Omega \times Y_2} T^\varepsilon_2 (A^\varepsilon) T^\varepsilon_2 (\nabla u_2) T^\varepsilon_2 (\nabla v_2) \, dx \, dy + \\
\int_{\Omega \times Y_1} h(y) (T^\varepsilon_1 (u_1^\varepsilon) - T^\varepsilon_2 (u_2^\varepsilon) (T^\varepsilon_1 (v_1) - T^\varepsilon_2 (v_2)) \, dx \, d\sigma_y \simeq \\
\int_{\Omega \times Y_1} T^\varepsilon_1 (f) T^\varepsilon_1 (v_1) \, dx \, dy + \int_{\Omega \times Y_2} T^\varepsilon_2 (f) T^\varepsilon_2 (v_2) \, dx \, dy + \int_{\Omega \times \Gamma} T^\varepsilon_2 (g^\varepsilon) T^\varepsilon_2 (v_1) \, dx \, d\sigma_y,
\]
for all \( (v_1, v_2) \in H^\varepsilon \). In this unfolded problem, we choose the test functions
\[ v_1 = 0, \quad v_2 = \varepsilon \omega_2 (x) \psi_2 \left( \frac{x}{\varepsilon} \right), \]
with \( \omega_2 \in D (\Omega), \psi_2 \in H^1 (Y_2) \) (we suppose that, for \( \alpha \in \{1,2\} \), any function defined on \( Y_\alpha \) is extended by \( Y \)-periodicity to the whole of \( \mathbb{R}^N \)). Passing to the limit and then using the density of \( D (\Omega) \otimes H^1 (Y_2) \) in \( L^2 (\Omega, H^1 (Y_2)) \), we obtain:
\[
\int_{\Omega \times Y_2} A (y) \nabla \tilde{u}_2 \nabla \phi_2 \, dx \, dy = 0, \quad \forall \phi_2 \in L^2 (\Omega, H^1 (Y_2)), \quad (3.5)
\]
which, as in [1, 21], leads to \( \nabla_y \tilde{u}_2 = 0 \). Using now the fact that \( \mathcal{M}_G (\tilde{u}_2) = 0 \), we apply the Poincaré-Wirtinger inequality to the function \( \tilde{u}_2 \) in \( H^1 (Y_2) \) and we get \( ||\tilde{u}_2 (x,y)||_{L^2 (\Omega \times Y_2)} = 0 \), which implies (3.4).

Choosing now in the unfolded problem the test functions
\[ v_1 = \varphi_1 (x) + \varepsilon \omega_1 (x) \psi_1 \left( \frac{x}{\varepsilon} \right), \quad v_2 = \varphi_2 (x) + \varepsilon \omega_2 (x) \psi_2 \left( \frac{x}{\varepsilon} \right), \quad (3.6) \]
with \( \varphi_1, \varphi_2, \omega_1, \omega_2 \in D (\Omega), \psi_1 \in H^1_{\text{per}} (Y_1), \psi_2 \in H^1 (Y_2) \), it is not difficult to see that we have the following convergences:
\[
T^\varepsilon_1 (v_1) \rightarrow \varphi_1 \quad \text{strongly in} \quad L^2 (\Omega \times Y_1), \quad (3.7)
\]
\[
T^\varepsilon_1 (\nabla v_1) \rightarrow \nabla \varphi_1 + \nabla \Phi_1 \quad \text{strongly in} \quad L^2 (\Omega \times Y_1), \quad (3.8)
\]
\[
T^\varepsilon_2 (v_2) \rightarrow \varphi_2 \quad \text{strongly in} \quad L^2 (\Omega \times Y_2), \quad (3.9)
\]
\[
T^\varepsilon_2 (\nabla v_2) \rightarrow \nabla \varphi_2 + \nabla \Phi_2 \quad \text{strongly in} \quad L^2 (\Omega \times Y_2), \quad (3.10)
\]
where \( \Phi_1 (x,y) = \omega_1 (x) \psi_1 (y) \) and \( \Phi_2 (x,y) = \omega_2 (x) \psi_2 (y) \).
The passage to the limit in the unfolded problem is standard, by using (3.4), (3.1) and (3.7)-(3.10) (see, e.g., [1, 30]). Then, by the density of $\mathcal{D}(\Omega) \otimes H^1_{\text{per}}(Y_1)$ in $L^2(\Omega, H^1_{\text{per}}(Y_1))$ and of $\mathcal{D}(\Omega) \otimes H^1(Y_2)$ in $L^2(\Omega, H^1(Y_2))$, we obtain
\[
\int_{\Omega \times Y_1} A(y)(\nabla u_1 + \nabla_y \hat{u}_1)(\nabla \varphi_1 + \nabla_y \Phi_1) \, dx \, dy + |\Gamma|\mathcal{M}_\Gamma(h) \int_{\Omega} (u_1 - u_2)(\varphi_1 - \varphi_2) \, dx = 0
\]
\[
\int_{\Omega \times Y_2} f(x) \varphi_1(x) \, dx \, dy + \int_{\Omega \times Y_1} \int_{\Omega} f(x) \varphi_2(x) \, dx \, dy + |\Gamma|\mathcal{M}_\Gamma(g) \int_{\Omega} \varphi_1(x) \, dx. \tag{3.11}
\]
We choose now $\varphi_1 = 0$ and $\Phi_1 = 0$ in (3.11) and we obtain
\[
-|\Gamma|\mathcal{M}_\Gamma(h)(u_1 - u_2) = |Y_2| f, \quad \text{in } \Omega, \tag{3.12}
\]
which implies (3.3). Replacing (3.12) in (3.11), we obtain (3.2).

The well-posedness of problem (3.2) follows from Lax-Milgram theorem applied in the space $H^1_0(\Omega) \times L^2(\Omega, W_{\text{per}}(Y_1))$, endowed with the norm $\|\nabla v(x) + \nabla_y \hat{v}(x, y)\|_{L^2(\Omega \times Y_1)}$. Due to the uniqueness of $(u_1, \hat{u}_1) \in H^1_0(\Omega) \times L^2(\Omega, W_{\text{per}}(Y_1))$, all the above convergences hold true for the whole sequence. \hfill \medskip

**Theorem 3.2** The unique solution $(u_1, \hat{u}_1)$ of problem (3.2) is such that
\[
-div(A^\text{hom}_1 \nabla u_1(x)) = f(x) + |\Gamma|\mathcal{M}_\Gamma(g) \quad \text{in } \Omega, \tag{3.13}
\]
\[
\hat{u}_1(x, y) = -\sum_{j=1}^N \frac{\partial u_1}{\partial x_j}(x) \chi^j_1(y) \quad \text{in } \Omega \times Y_1. \tag{3.14}
\]

Here, the positive definite homogenized matrix $A^\text{hom}_1$ is given, for $i, j = 1, \ldots, N$, by
\[
A^\text{hom}_{1,ij} = \int_{Y_1} \left( a_{ij} - \sum_{k=1}^N a_{ik} \frac{\partial \chi^j_1}{\partial y_k} \right) \, dy \tag{3.15}
\]
and the $j$-th component of the vectorial function $\chi_1, \chi^j_1 \in H^1_{\text{per}}(Y_1)$ ($j = 1, \ldots, N$), is the unique weak solution of the following cell problem:
\[
\begin{cases}
-div_y(A(y)(\nabla_y \chi^j_1 - e_j)) = 0, & \text{in } Y_1, \\
(A(y)(\nabla_y \chi^j_1 - e_j)) \cdot n = 0, & \text{on } \Gamma, \\
\mathcal{M}_\Gamma(\chi^j_1) = 0,
\end{cases} \tag{3.16}
\]
where $n$ denotes the unit normal interior to $Y_1$.

**Proof.** By choosing $\varphi_1 = 0$ in the unfolded limit problem (3.2), we obtain:
\[
\int_{\Omega \times Y_1} A(y)(\nabla u_1 + \nabla_y \hat{u}_1) \nabla_y \Phi_1 \, dx \, dy = 0, \quad \forall \Phi_1 \in L^2(\Omega, H^1_{\text{per}}(Y_1)).
\]
Therefore,

\[-\text{div}_y(A(y)(\nabla u_1 + \nabla y\hat{u}_1)) = 0 \quad \text{in } \Omega \times Y_1,
\]

\[A(y)(\nabla u_1 + \nabla y\hat{u}_1) \cdot n = 0 \quad \text{on } \Omega \times \Gamma.\]

Then, classical results from the theory of homogenization imply (3.14) and (3.16).

We choose now \(\Phi_1 = 0\) in (3.2) and we obtain

\[
\int_{\Omega \times Y_1} A(y)(\nabla u_1 + \nabla y\hat{u}_1) \nabla \varphi_1 \, dx \, dy = \\
\int_{\Omega} f(x) \varphi_1(x) \, dx + |\Gamma|M_\Gamma(g) \int_{\Omega} \varphi_1(x) \, dx, \quad \forall \varphi_1 \in D(\Omega),
\]

which, together with (3.14) and (3.16), imply (3.13).

**Remark 3.3** Due to the right scaling \(\varepsilon\) in front of the function \(g^\varepsilon\) given at the interface \(\Gamma^\varepsilon\), the presence of the flux jump leads to the appearance in the homogenized equation (3.13) of an additional source term distributed all over the domain \(\Omega\) and depending on the function \(g\).

**Remark 3.4** We remark that the limit problems (3.13) and (3.3) verified by \((u_1, u_2)\) can be written in the form of a coupled system, formed by a partial differential equation and an algebraic one, and which is a modified stationary Barenblatt model:

\[
\begin{aligned}
-\text{div}(A_1^{\text{hom}} \nabla u_1) + |\Gamma|M_\Gamma(h)(u_1 - u_2) &= |Y_1|f + |\Gamma|M_\Gamma(g) \quad \text{in } \Omega, \\
-|\Gamma|M_\Gamma(h)(u_1 - u_2) &= |Y_2|f \quad \text{in } \Omega, \\
u_1(x) &= 0 \quad \text{on } \partial \Omega.
\end{aligned}
\]

4. THE CONNECTED–CONNECTED CASE

In this section, we shall deal with the case in which the two constituents \(\Omega_1^\varepsilon\) and \(\Omega_2^\varepsilon\), respectively, are both connected and reach the exterior boundary \(\partial \Omega\). The existence of such a geometry asks for an additional restriction, namely \(N \geq 3\). More precisely, we suppose that \(Y_1\) and \(Y_2\) are two disjoint connected open subsets of the unit cell \(Y = (0, 1)^N\), with a common boundary \(\Gamma\) and such that both reach the boundary \(\partial Y\) of the elementary cell \(Y\). We set \(\partial Y_1 = \Gamma \cup \Gamma_1\) and \(\partial Y_2 = \Gamma \cup \Gamma_2\), where \(\Gamma_\alpha\), for \(\alpha \in \{1, 2\}\), are the intersections of \(\partial Y_\alpha\) with \(\partial Y\). We suppose that \(\Gamma_\alpha\) are identically reproduced on the opposite faces of \(Y\). Also, for each \(k \in \mathbb{Z}^N\), we denote, as in Section 2, \(Y_\alpha^k = k + Y_\alpha\), for \(\alpha \in \{1, 2\}\). For each \(\varepsilon\), we define \(Z_\varepsilon = \{k \in \mathbb{Z}^N | \varepsilon Y_\alpha^k \cap \Omega \neq \emptyset, \alpha \in \{1, 2\}\}\) and we set \(\Omega_2^\varepsilon = \Omega \setminus \bigcup_{k \in Z_\varepsilon} (\varepsilon Y_1^k\), \(\Omega_1^\varepsilon = \Omega \setminus \overline{\Omega_2^\varepsilon}\) and \(\Gamma^\varepsilon = \partial \Omega_1^\varepsilon \cap \Omega\). Such a geometry was considered, e.g., in [5, 36].
Our goal in this section is to analyze the asymptotic behavior, as \( \varepsilon \to 0 \), of the solution \( u^\varepsilon = (u_1^\varepsilon, u_2^\varepsilon) \) of the following problem:

\[
\begin{aligned}
-\text{div} (A^\varepsilon \nabla u_1^\varepsilon) &= f \quad \text{in } \Omega_1^\varepsilon, \\
-\text{div} (A^\varepsilon \nabla u_2^\varepsilon) &= f \quad \text{in } \Omega_2^\varepsilon, \\
A^\varepsilon \nabla u_1^\varepsilon \cdot n^\varepsilon &= \varepsilon h^\varepsilon (u_1^\varepsilon - u_2^\varepsilon) - \varepsilon g^\varepsilon \quad \text{on } \Gamma^\varepsilon, \\
A^\varepsilon \nabla u_2^\varepsilon \cdot n^\varepsilon &= \varepsilon h^\varepsilon (u_1^\varepsilon - u_2^\varepsilon) \quad \text{on } \Gamma^\varepsilon, \\
u_1^\varepsilon &= 0 \quad \text{on } \partial \Omega \cap \partial \Omega_\alpha^\varepsilon, \quad \alpha \in \{1, 2\}.
\end{aligned}
\]

(4.1)

We introduce, for \( \varepsilon \in (0, 1) \), the new Hilbert space, still denoted by \( H^\varepsilon \), defined by \( H^\varepsilon = V_1^\varepsilon \times V_2^\varepsilon \), where \( V_\alpha^\varepsilon = \{ v \in H^1(\Omega_\alpha^\varepsilon) \mid v = 0 \text{ on } \partial \Omega \cap \partial \Omega_\alpha^\varepsilon \} \), for \( \alpha \in \{1, 2\} \). The weak form of problem (4.1) is exactly (2.4) written for the new space \( H^\varepsilon \) endowed with the corresponding scalar product (2.3). Theorem 2.2 still holds true in this case.

In this new geometrical setting, the corresponding compactness results for bounded sequences in \( H^\varepsilon \) (see, for instance, [5]) imply that there exist \( u_1 \in H_0^1(\Omega) \), \( \hat{u}_1 \in L^2(\Omega, H^1_{\text{per}}(Y_1)) \), \( u_2 \in H_0^1(\Omega) \), \( \overline{u}_2 \in L^2(\Omega, H^1_{\text{per}}(Y_2)) \), such that \( M_\Gamma(\hat{u}_1) = 0 \), \( M_\Gamma(\overline{u}_2) = 0 \) and, up to a subsequence, for \( \varepsilon \to 0 \), we have:

\[
\begin{aligned}
T_1^\varepsilon (u_1^\varepsilon) &\rightharpoonup u_1 \quad \text{strongly in } L^2(\Omega, H^1(Y_1)), \\
T_1^\varepsilon (\nabla u_1^\varepsilon) &\rightharpoonup \nabla u_1 + \nabla_y \hat{u}_1 \quad \text{weakly in } L^2(\Omega \times Y_1), \\
T_2^\varepsilon (u_2^\varepsilon) &\rightharpoonup u_2 \quad \text{strongly in } L^2(\Omega, H^1(Y_2)), \\
T_2^\varepsilon (\nabla u_2^\varepsilon) &\rightharpoonup \nabla u_2 + \nabla_y \overline{u}_2 \quad \text{weakly in } L^2(\Omega \times Y_2),
\end{aligned}
\]

(4.2)

where \( H^1_{\text{per}}(Y_2) = \{ v \in H^1(Y_2) \mid v \text{ is } Y\text{-periodic} \} \). Besides, we define

\[
W_{\text{per}}(Y_2) = \{ v \in H^1_{\text{per}}(Y_2) \mid M_\Gamma(v) = 0 \},
\]

\[
\mathcal{W} = H_0^1(\Omega) \times L^2(\Omega, W_{\text{per}}(Y_1)) \times H_0^1(\Omega) \times L^2(\Omega, W_{\text{per}}(Y_2)).
\]

**Theorem 4.1** The unique solution \( u^\varepsilon = (u_1^\varepsilon, u_2^\varepsilon) \) of the variational problem (2.4) converges, in the sense of (4.2), to the unique solution \( (u_1, \hat{u}_1, u_2, \overline{u}_2) \in \mathcal{W} \) of the following unfolded limit problem:

\[
\begin{aligned}
\int_{\Omega \times Y_1} A(y)(\nabla u_1 + \nabla_y \hat{u}_1)(\nabla \varphi_1 + \nabla_y \Phi_1) \, dx \, dy + \\
\int_{\Omega \times Y_2} A(y)(\nabla u_2 + \nabla_y \overline{u}_2)(\nabla \varphi_2 + \nabla_y \Phi_2) \, dx \, dy + \\
|\Gamma| M_\Gamma(h) \int_{\Omega} (u_1 - u_2)(\varphi_1 - \varphi_2) \, dx = \int_{\Omega \times Y_1} f(x) \varphi_1(x) \, dx \, dy + \\
\int_{\Omega \times Y_2} f(x) \varphi_2(x) \, dx \, dy + |\Gamma| M_\Gamma(g) \int_{\Omega} \varphi_1(x) \, dx,
\end{aligned}
\]

(4.3)
for all $\varphi_1 \in H^1_0(\Omega), \varphi_2 \in H^1_0(\Omega), \Phi_1 \in L^2(\Omega, H^1_{\text{per}}(Y_1))$ and $\Phi_2 \in L^2(\Omega, H^1_{\text{per}}(Y_2))$.

**Proof.** Exactly like in the proof of Theorem 3.1, we unfold the variational formulation (2.4) and we take, in this case, for $\alpha \in \{1, 2\}$, the admissible test functions

$$v_\alpha = \varphi_\alpha(x) + \varepsilon \omega_\alpha(x) \psi_\alpha \left( \frac{x}{\varepsilon} \right),$$

with $\varphi_\alpha, \omega_\alpha \in D(\Omega)$, and $\psi_\alpha \in H^1_{\text{per}}(Y_\alpha)$. We obviously have the convergences:

$$T^{\varepsilon}_\alpha(v_\alpha) \rightarrow \varphi_\alpha \quad \text{strongly in } L^2(\Omega \times Y_\alpha),$$

$$T^{\varepsilon}_\alpha(\nabla v_\alpha) \rightarrow \nabla \varphi_\alpha + \nabla_y \Phi_\alpha \quad \text{strongly in } L^2(\Omega \times Y_\alpha),$$

where $\Phi_\alpha(x, y) = \omega_\alpha(x) \psi_\alpha(y)$. Then, the passage to the limit with $\varepsilon \rightarrow 0$ is standard, by using convergences (4.2) and (4.5)-(4.6). By the density of $D(\Omega) \otimes H^1_{\text{per}}(Y_1)$ in $L^2(\Omega, H^1_{\text{per}}(Y_1))$ and of $D(\Omega) \otimes H^1_{\text{per}}(Y_2)$ in $L^2(\Omega, H^1_{\text{per}}(Y_2))$, we are led to (4.3).

The existence and the uniqueness for the solution of problem (4.3) is a consequence of the Lax-Milgram theorem applied in the space $\mathcal{W}$ endowed with the norm $||\nabla v_1 + \nabla_y \psi_1||_{L^2(\Omega \times Y_1)} + ||\nabla v_2 + \nabla_y \psi_2||_{L^2(\Omega \times Y_2)}$. Due to the uniqueness of $(u_1, \tilde{u}_1, u_2, \tilde{u}_2) \in \mathcal{W}$, all the above convergences hold true for the whole sequence and this ends the proof of Theorem 4.1.

**Theorem 4.2** The pair $(u_1, u_2) \in H^1_0(\Omega) \times H^1_0(\Omega)$ defined in Theorem 4.1 is the unique solution of the following homogenized system:

$$
\begin{cases}
-\text{div}(A_{1,\text{hom}} \nabla u_1) + |\Gamma| \mathcal{M}_\Gamma(h)(u_1 - u_2) = |Y_1|f + |\Gamma| \mathcal{M}_\Gamma(g) & \text{in } \Omega, \\
-\text{div}(A_{2,\text{hom}} \nabla u_2) - |\Gamma| \mathcal{M}_\Gamma(h)(u_1 - u_2) = |Y_2|f & \text{in } \Omega, \\
u_1(x) = u_2(x) = 0 & \text{on } \partial \Omega.
\end{cases}
$$

The homogenized positive definite matrices $A_{1,\text{hom}}$ and $A_{2,\text{hom}}$ are given, for $i, j = 1, \ldots, N$, by

$$A_{1,\text{hom}}^{i,j} = \int_{Y_1} \left( a_{ij} - \sum_{k=1}^N a_{ik} \frac{\partial \chi_1}{\partial y_k} \right) dy,$$

$$A_{2,\text{hom}}^{i,j} = \int_{Y_2} \left( a_{ij} - \sum_{k=1}^N a_{ik} \frac{\partial \chi_2}{\partial y_k} \right) dy.$$  

The $j$-th components of the vectorial functions $\chi_1$ and $\chi_2$, $\chi_1^j \in H^1_{\text{per}}(Y_1)$ and $\chi_2^j \in H^1_{\text{per}}(Y_2)$ ($j = 1, \ldots, N$), are the unique weak solutions of the following cell problems:

$$
\begin{cases}
-\text{div}(A(y)(\nabla_y \chi_1^j - e_j)) = 0 & \text{in } Y_1, \\
(A(y)(\nabla_y \chi_1^j - e_j)) \cdot n = 0 & \text{on } \Gamma, \\
\mathcal{M}_\Gamma(\chi_1^j) = 0,
\end{cases}
$$

Theorems 4.2 and 4.3 yield the following result:

**Theorem 4.4** The pair $(u_1, u_2) \in H^1_0(\Omega) \times H^1_0(\Omega)$ is the unique solution of the following homogenized system:

$$
\begin{cases}
-\text{div}(A_{\text{hom}} \nabla u_1) + |\Gamma| \mathcal{M}_\Gamma(h)(u_1 - u_2) = |Y_1|f + |\Gamma| \mathcal{M}_\Gamma(g) & \text{in } \Omega, \\
-\text{div}(A_{\text{hom}} \nabla u_2) - |\Gamma| \mathcal{M}_\Gamma(h)(u_1 - u_2) = |Y_2|f & \text{in } \Omega, \\
u_1(x) = u_2(x) = 0 & \text{on } \partial \Omega.
\end{cases}
$$
\[
\begin{cases}
-d\text{iv}_y(A(y)(\nabla_y \chi_2^j - e_j)) = 0, & \text{in } Y_2, \\
(A(y)(\nabla_y \chi_2^j - e_j)) \cdot n = 0, & \text{on } \Gamma, \\
\mathcal{M}_\Gamma(\chi_2^j) = 0, & \text{n being the unit normal interior to } Y_1.
\end{cases}
\] (4.11)

The correctors \(\hat{u}_1\) and \(\overline{u}_2\) are given by
\[
\hat{u}_1(x, y) = -\sum_{j=1}^{N} \frac{\partial u_1}{\partial x_j}(x) \chi_1^j(y) \quad \text{in } \Omega \times Y_1, \tag{4.12}
\]
\[
\overline{u}_2(x, y) = -\sum_{j=1}^{N} \frac{\partial u_2}{\partial x_j}(x) \chi_2^j(y) \quad \text{in } \Omega \times Y_2. \tag{4.13}
\]

**Proof.** The proof is rather standard. By choosing suitable test functions in the unfolded limit problem (4.3), we obtain:
\[
\int_{\Omega \times Y_1} A(y)(\nabla u_1 + \nabla_y \hat{u}_1) \nabla \Phi_1 dx dy = 0, \quad \forall \Phi_1 \in \mathcal{H}^1(\Omega, \mathcal{H}^1(\Gamma_1)), \tag{4.14}
\]
\[
\int_{\Omega \times Y_2} A(y)(\nabla u_2 + \nabla_y \overline{u}_2) \nabla \Phi_2 dx dy = 0, \quad \forall \Phi_2 \in \mathcal{H}^1(\Omega, \mathcal{H}^1(\Gamma_2)). \tag{4.15}
\]

From which we get (4.12)-(4.13). Then, classical results from the theory of homogenization imply (4.12) and (4.10). We choose now \(\Phi_1 = \Phi_2 = 0\) and \(\varphi_1, \varphi_2 \in \mathcal{D}(\Omega)\) in (4.3) and we obtain
\[
\int_{\Omega \times Y_1} A(y)(\nabla u_1 + \nabla_y \hat{u}_1) \nabla \varphi_1 dx dy + \int_{\Omega \times Y_2} A(y)(\nabla u_2 + \nabla_y \overline{u}_2) \nabla \varphi_2 dx dy +
\]
\[
|\Gamma| \mathcal{M}_\Gamma(h) \int_{\Omega} (u_1 - u_2) (\varphi_1 - \varphi_2) dx = 
\int_{\Omega \times Y_1} f(x) \varphi_1(x) dx dy +
\]
\[
\int_{\Omega \times Y_2} f(x) \varphi_2(x) dx dy + |\Gamma| \mathcal{M}_\Gamma(g) \int_{\Omega} \varphi_2(x) dx, \quad \forall \varphi_1, \varphi_2 \in \mathcal{D}(\Omega).
\]

Taking \(\varphi_2 = 0\) and using (4.12) and (4.10), we get the first equation in (4.7). In a similar way, we first get (4.11)-(4.13) and, then, the second equation in (4.7). \(\blacksquare\)

**Remark 4.3** The limit problem (4.7) is a system of two partial differential equations, fully coupled through an exchange term, namely \(|\Gamma| \mathcal{M}_\Gamma(h)(u_1 - u_2)\). Indeed, we notice that, in contrast to the previous case, there is no explicit relation between the two limit functions \(u_1\) and \(u_2\).

**Remark 4.4** The main difference between systems (3.17) and (4.7) is the presence of a diffusion term in the second equation of (4.7). From a physical point of view, this is due to the occurrence, in this last case, of a direct flow from cell to cell within the domain \(\Omega_2^c\). From a mathematical point of view, this difference comes from the
spaces in which the test functions can be chosen in (3.5) and (4.15) (see, for details, [38]).

5. CONCLUSIONS

A diffusion problem in a periodic composite material formed by two constituents separated by an imperfect interface was studied by using the periodic unfolding method. Two cases were analyzed, following the connectivity of the constituents. The presence of an imperfect interface, where both the temperature and the flux exhibit jumps, led us to some modified stationary Barenblatt models. The limit systems capture the influence of the jumps in the limit temperature fields and in an additional source term. The influence of the geometry is reflected in the different forms of the corresponding limit problems (3.17) and (4.7).
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